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Abstract

In this paper, we propose an automatic

identification model, capable of extract-

ing expressions of locations (EoLs) within

Twitter messages. Moreover, we partici-

pated in the competition of ALTA Shared

Task 2014 and our best-performing system

is ranked among the top 3 systems (2nd in

the public leaderboard). In our model, we

explored the validity of the use of a wide

variety of lexical, structural and geospa-

tial features as well as a machine learning

model Conditional Random Fields (CRF).

Further, we investigated the effectiveness

of stacking and self-training.

1 Introduction

With the rise of social media, people have devel-

oped a fondness for posting not only their thoughts

and opinions, but also content regarding their

whereabouts (Liu et al., 2014). While the spa-

tial information carried by tweets is crucial to a

wide variety of location-based applications rang-

ing from real-time disaster detection (Sakaki et al.,

2010; Núñez-Redó et al., 2011; Yin et al., 2012) to

targeted advertising (Tuten, 2008; Evans, 2012),

only 26% of Twitter users specify their locations

as granular as a city name (e.g. Melbourne, Aus-

tralia) in their profile according to Cheng et al.

(2010). Further, as little as 0.42% of all the tweets

investigated by Cheng et al. (2010) are associated

with the per-tweet geo-tagging feature (i.e. a lat-

itude and longitude). To add to the complexity,

on such highly-interactive yet informal social me-

dia platforms, people make heavy use of informal

language, such as acronyms (e.g. NYC) and word

shortenings (e.g. St.) due to the 140-character

limit (Agarwal et al., 2011; Eisenstein, 2013; Han

et al., 2013), making the identification task even

more difficult. Despite the difficulties, identify-

ing geospatial information in social media text has

drawn much attention (Lingad et al., 2013).

Our focus in this paper is the automatic identi-

fication of EoLs in the text of tweets consisting of

any specific reference to a geospatial location. A

location, as defined by Lingad et al. (2013), con-

sists of both geographic location(s), such as coun-

try, city, river, or suburb, and point(s)-of-interest

(POI (s)) which refer to hotels, shopping centres,

and restaurants.

The task is closely related to Named Entity

Recognition (NER). In this regard, Liu et al.

(2011) and Ritter et al. (2011) report F-score of

77-78% at identifying spatial named entities in

tweets. Matching place references in a gazetteer

(Hill, 2000) is another widely-used approach. Pa-

radesi (2011) investigated the approach of com-

bining NER and external gazetteers. Further, Gel-

ernter and Balaji (2013) built a geoparser incorpo-

rating the results of four parsers.

In our attempt to build an automatic EoL identi-

fication system, we employed a conditional ran-

dom field (CRF) (Lafferty et al., 2001), which

can be found and has proved to be successful in

various Natural Language Processing (NLP) tasks

(Sha and Pereira, 2003; Gimpel et al., 2011; Finkel

et al., 2005; Ritter et al., 2011). In this paper, we

present our approach to building such a system as

well as a variety of features, such as lexical, struc-

tural and geospatial features and show major im-

provements on the task of EoL identification over

earlier attempts. Our best-performing system is

ranked among the top 3 systems (2nd in the public

leaderboard).

The paper is organised as follows: the dataset

and external resources used in our system is de-

scribed in Section 2 and Section 3. We introduce

the tools involved in this paper in Section 4. In

Section 5 and Section 6, we provide the descrip-

tion of our system and analyse its performance

with different feature sets respectively. We present
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the conclusions in Section 7.

2 Dataset

We used the dataset introduced by (Lingad et

al., 2013) to evaluate our proposed system. This

dataset was also used in ALTA shared task 2014

and contains 1,942 tweets in the training set and

1,003 tweets were selected for the test set. Ac-

cording to (Lingad et al., 2013), around 89% of

the tweets contain at least one location. The lo-

cation mentions can be either in the text, in hash-

tags (e.g. #Australia), URLs or in mentions (e.g.

@australia).

The dataset contains the list of tweet IDs and

the locations mentioned in the respective tweets.

At the time of extracting the tweets from twitter,

58 tweets in training set were not accessible.

3 External Resources

Apart from the training and test datasets, we in-

troduce the additional datasets and resources in-

volved in this project in this section.

3.1 User Meta Data

We extracted location meta information of the au-

thors of the messages in the training data and cre-

ated a list of such location mentions.

3.2 Text Retrieved from URLs

Additionally, for the purposes of self-training, we

also downloaded the text of the articles whose

URLs are contained in the tweets (37% contain

URLs in the training set). Due to the unavailabil-

ity of some URLs, we were only able to retrieve

some of the articles.

3.3 GeoNames

As an external gazetteer, we adopted GeoNames1

whose data can be downloaded to increase the cov-

erage of our model since only a limited number of

tweets were provided for training.

4 Tools

In this section, we introduce the tools we utilised

in our system.

CRF++

CRF++ is an open source, general-purpose imple-

mentation of CRF by Kudo (2005) and can be ap-

plied to a wide variety of NLP tasks. Since it

1http://www.geonames.org/

only takes CoNLL format training and test data,

we converted the training and test data.

Retrained StanfordNER

The Stanford named entity recogniser (Finkel et

al., 2005) has proved to be effective when re-

trained over data containing EoLs (Lingad et

al., 2013) even though evidence found by Liu

et al. (2014) indicates otherwise. We retrained

it over the training data and will refer to it as

Re-StanfordNER.

GeoLocator

GeoLocator is a geoparser created by Gelern-

ter and Balaji (2013) to geoparse informal mes-

sages in social media. The training data for this

model was extracted from Twitter following the

Februray 2011 earthquake in Christchurch New

Zealand. It incorporates the output of four parsers:

a lexico-semantic named location parser, a rule-

based street name parser, a rule-based building

name parser and a trained NER.

5 System Description

In this section, we describe our approach to creat-

ing an automatic EoL identification system.

5.1 Pre-processing

We pre-processed both the training and test dataset

with lexical normalisation (using the dictionary

created by Han et al. (2012)), POS tagging and

full-text chunk parsing. Recognising the incom-

petent performance of traditional NLP tools when

applied to social media text (Java, 2007; Becker

et al., 2009; Yin et al., 2012; Preotiuc-Pietro et

al., 2012; Baldwin et al., 2013; Gelernter and Bal-

aji, 2013), we adopted ARK Tweet NLP POS

Tagger v0.3 (Owoputi et al., 2013) with the

Penn Treebank tagset model for the task of word

tokenisation and POS tagging. For chunk parsing,

we used OpenNLP2.

5.2 Features

We trained our model (based on CRF++) with var-

ious features, which can be categorised into three

categories: lexical features, structural features and

geospatial features. Note that we used a context

window of 2 for each feature.

• Lexical features include lemmatised words

(using NLTK (Bird et al., 2009), POS,

2http://opennlp.apache.org/
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brief word class introduced by Settles (2004)

where capitial and lowercase letters are re-

placed with ‘A’ and ‘a’, digits with ‘0’ and

all other characters with ‘ ’ and consecutive

identical characters are collapsed into one

(e.g. #Adelaide → Aa), capitalisation and

locative indicator (Liu, 2013).

• Structural features include position of the

word in the chunk and POS of the first word

in the chunk.

• Geospatial features include GeoNames

geospatial feature class described by Liu

(2013).

As pointed out by Wolpert (1992), stacking

is able to generate better results than any single

one of the trained model. We therefore also ap-

plyed stacking by combining the output of our

CRF++-based model, Re-StanfordNER and

GeoLocator and using them as three distinct

features.

5.3 Self-training

Self-training, a semi-supervised learning algo-

rithm, has proved to be successful, as reported by

Plank et al. (2014), in Twitter POS tagging and

NER tasks with an error reduction of 8–10% over

the state-of-the-art system. We employed self-

training using text retrieved from the URLs in the

training and test dataset as the new test data. First,

we train CRF++ over the original gold-standard

training data. Next, we predict on the new test data

and expand the training data by including new in-

stances from the new test data with prediction con-

fidence higher than or equal to a threshold value.

This process is repeated until there is no instance

from the new test data to be added. Furthermore,

we experiment with various threshold values.

5.4 Post-processing

In order to improve the recall of our model,

we further include two post-processing methods:

gazetteer matching and aggregation.

Gazetteer Matching

In addition to the machine learning approach, we

also explored the use of external gazetteers and a

matching algorithm. The algorithm, based on dy-

namic programming, searches the gazetteer case-

sensitively for the maximum number of matched

words in a sentence.

To further enable our model to detect directional

words (e.g. north, northern) and common ele-

ments of toponyms (e.g. street, road), we also

compiled a list of generic terms which are fre-

quently used as part of an EoL by splitting entries

in GeoNames into single tokens and including the

top 500 most frequent words. Also, we created an

algorithm capable of finding case-insensitive par-

tial as well as whole-word matches.

Aggregation

Similar to the union operation of sets, we ag-

gregated the prediction results of CRF++ and

Re-StanfordNER in the attempt to achieve

higher recall, classifying a word as part of an EoL

as long as it is identified in the output of at least

one of two machine learning tools.

6 Evaluation

In this section, we present the performance of our

system as well as analyses of the results. All

the evaluation is based on the test data and the

gold-standard annotations provided by the organ-

iser. In addition to the mean F-score generated by

the evaluation script provided by Kaggle in Class,

we also include macro-averaged precision, recall

and F-score to better understand the performance

of our system with various feature setups.

The performance of our system is presented in

Table 1. The performance attained using only

word (W) and POS (P) with CRF++ is better than

Re-StanfordNER in precision but inferior in

recall, resulting in a slightly lower macro-averaged

F-score (F) than that of Re-StanfordNER.

Aggregating the two achieves a substantial gain

in performance, boosting the macro-averaged F-

score from 67.39 to 72.07. As we improved

the performance of CRF++ by adding more so-

phisticated features incrementally, the benefits

of aggregation became less substantial, which is

not that surprising considering the output of the

Re-StanfordNER is already included and used

as a feature in stacking. In most cases, the re-

sults with aggregation are better than those with-

out aggregation. However, applying aggregation

has negative impacts on the recall of CRF++ with

stacking, even though it enables the model to

achieve a modest gain in F-score. The reasons for

this remain unclear.

We also observed that stacking improved the

performance on the whole test data substantially
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(a 3.85 increase in mean F-score without aggre-

gation). Upon closer investigation of the impact

of stacking on the performance on the test data,

we discovered that stacking was less effective on

the private test set (a 3.01 increase in mean F-

score) than on the public one (a 4.7 increase in

mean F-score), which might have been caused by

the fact that GeoLocator, Re-StanfordNER

and CRF++ (with lexical, structural and geospatial

features) overfit the public test data. Based on this,

we suspect that the public test data is more simi-

lar to the training data than the private test data.

Further, we created a Venn diagram of the output

of the three systems and discovered that there is

room for further improvement with stacking and

that a 13.35 F1 point increase can be achieved if

we had an oracle stacking algorithm.

GL RS
CRF++

+W , P +L, S , G +ST

–A

P 61.76 62.96 65.53 68.81 72.22

R 65.31 72.34 69.35 72.95 76.87

F 63.48 67.32 67.39 70.82 74.47

MF 60.84 64.94 64.57 68.56 72.41

+A

P – – 72.33 74.14 74.60

R – – 71.81 74.07 76.49

F – – 72.07 74.10 75.54

MF – – 69.48 71.93 73.57

Table 1: Macro-averaged precision (P), re-

call (R), F-score (F) and mean F-score (MF)

attained by using GeoLocator (GL) and

Re-StanfordNER (RS) out of the box and

adding each feature incrementally to CRF++. Fea-

tures include word (W), POS (P), lexical features

(L), structural features (S), geospatial features (G)

and stacking (ST ). A stands for aggregation.

Evaluation based on the test data (the best P , R,

Fand MF are in bold).

Also, we investigated the impact of the use of

external gazetteers. The results are summarised

in Table 2. Note that the two gazetteer matching

algorithms were applied upon our best performing

system so far, which is able to achieve a macro-

averaged F-score of 75.54. Further, we discovered

that including GeoNames was not beneficial to the

overall performance as it introduces a number of

false positives.

Additionally, we also applied self-training with

4 different confidence threshold values ranging

from .70 to .95 and the results are shown in Ta-

ble 3. Note that self-training was applied to

Method P R F MF

+U , DT 76.88 77.00 76.94 74.98

+U , G, DT 76.75 76.42 76.58 74.64

Table 2: Macro-averaged precision (P), recall

(R), F-score (F) and mean F-score (MF) at-

tained by using user meta data (U ), Geonames

(G) and the list of directional words and toponyms

(DT ) (the best P , R, Fand MF are in bold).

CRF++ with lexical, structural and geospatial fea-

tures, which results in a macro-averaged F-score

of 70.82. While precision and recall fluctuate,

no significant improvement can be observed in F-

score despite the claim of 8–10% error reduction

by Plank et al. (2014). Rather, the overall perfor-

mance declined to around 68–69 in F-score.

Threshold P R F MF

.70 66.21 72.61 69.26 67.12

.80 65.59 72.65 68.94 66.76

.90 65.94 72.12 68.89 66.72

.90 67.16 72.23 69.60 67.39

Table 3: Macro-averaged precision (P), recall

(R), F-score (F) and mean F-score (MF) at-

tained by self-training with various threshold val-

ues (the best P , R, Fand MF are in bold).

7 Conclusions

We proposed an automatic EoL identification

model which is able to work on Twitter messages.

In this paper, we described our approach to build-

ing such a system based on a CRF. Moreover, we

presented the performance of our system with var-

ious feature setups and discovered a variety of fea-

tures which are helpful to the task, such as lex-

ical, structural and geospatial features as well as

stacking. Further, evidence indicates that the in-

clusion of external gazetteers and matching algo-

rithms works well and contributes to the boost

of the overall performance with the exception of

GeoNames. Lastly, we found that self-training did

not improve the performance. As future work,

possible enhancement can be done on the stacking

algorithm and the gazetteer matching approach.
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